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Abstract. This paper deals with the problem of estimating the follo-
wing road sign parameters: height, dimensions, visibility distance and
partial occlusions. This work belongs to a framework whose main appli-
cations involve road sign maintenance, driver assistance, and inventory
systems. From this paper we suggest a multisensory system composed
from two cameras, a GPS receiver, and a distance measurement device,
all of them installed in a car. The process consists of several steps which
include road sign detection, recognition and tracking , and road signs
parameters estimation. From some trigonometric properties, and a ca-
mera model, the information provided by the tracking subsystem and the
distance measurement sensors, we estimate the road signs parameters.
Results show that the described calculation methodology offers a correct
estimation for all types of traffic signs.

1 Introduction

Several works have recently focused on traffic sign detection and recognition [1],
[2], [3], [4], [5] and [6]. Specifically, in [7] it is described the framework that we
use in this research. In this paper we handle the task of automatically estimating
height, dimensions, visibility distance and partial occlusions of road signs. The
aim of this work is to get an efficient framework which could be used in a
inventory system, which could provide all of these estimated parameters for each
sign, and not only the type. From this work, we present a complete development
based on trigonometric relationships and a camera model to estimate the listed
before parameters of road signs.

This paper is organized as follows. Section II shows a global vision of our
system, and in section III we describe all the implemented algorithms to achieve
the traffic sign parameters estimation. Sections IV and V report the obtained
results and present the conclusions of this work, respectively.

2 System Overview

For this work we have built a complete inventory system as it is shown in Fig. 1,
which has the following subsystems:
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– Capture subsystem. We have mounted two firewire cameras on a car.
The first one is entrusted to capture the road signs with a framerate of 15
fps (frames per second), and with the second one we want to capture the
milestones of the route. This subsystem synchronizes the capture of these
two cameras, and it saves the captured images in the hard disk of a laptop.

– A Positioning subsystem which is composed of a GPS (Global Positioning
System) receiver and a Distance Measurement Device (DMD). The aim of
this block is to acquire the GPS position of the vehicle, each second, and to
measure the covered distance by the car. This subsystem sends all of these
measured data to the Traffic sign analysis subsystem.

– Traffic sign analysis subsystem, which will develop two task. Firstly, the
systems tries to detect, recognize and track the traffic signs in the images,
and in a second step, the system performs the estimation of parameters.

Fig. 1. Diagram with all subsystems which are part of the complete system

In Fig. 2 we show a complete flow diagram with all the tasks that this sys-
tem realizes. In the last step it is where we implement the parameters esti-
mation process which is the main focus of this paper. It is important to note
that this estimation step is possible only after the system has completed the
identification of a road sign, which implies four stages: segmentation, detection,
recognition and tracking. Specifically, in [7] the author describes all of these
steps.
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Fig. 2. System flow diagram

3 Traffic Sign Parameters Estimation

There are at least 350 of different road sign types. As we have described in
the previous section, our system allows to detect and identify road signs in a
sequence of video. This kind of systems require detailed knowledge of the sign,
with the additional purpose of reducing false alarms and to make an inventory
not only with the type of the found road sign during the route, but also with some
parameters of each sign: height, dimensions, visibility distance, partial occlusion,
GPS position, distance of separation between them. For an inventory system,
these kind of data could be used to verify if the dimensions are standard, if two
consecutive road signs are too closer, or if it exists any kind of partial occlusion
which complicates that a driver can perceive the signal.

To obtain these estimations of parameters we have considered a pin-hole ca-
mera model, as shows Fig. 3, where they are known the following parameters:
the focal length (f), size of each unit cell (uch and ucw, which are the height
and width of a cell, respectively) in the Charge-Coupled Device (CCD) of the
camera, the height of the camera (hc), the height of the middle point of a cap-
tured image (hm), and the distance between the camera plane and the middle
point plane of a captured image dm. Then, before starting to record a route, we
have to complete a calibration step, which consists in to measure hc, hm and dm.
We develop this step on a known area, where we can measure these distances
without difficulties.
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Fig. 3. Calibration of the system

3.1 Height Estimation

Our first objective is to estimate the height of the sign. Ideally, we could consider
that the plane where is the road sign, and the plane where is projected the image
in the camera, are parallel, but it does not happen in a real situation, because
the sign or the camera, or both, can be inclined. We have to take into account
this consideration to design a model which lets us to estimate the height of an
object. Anyway, we must to define the model where camera and sign plane are
parallel, and then, we will extend this explanation to the real situation.

Fig. 4. Ideal situation where camera and road sign plane are parallel

Figure 4 shows the created model to estimate the height of a road sign. After
the detection and recognition process, we have the position of the identified
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road sign in the image hsi = hspuch, where hsp is the height in pixels and uch

is the height in mm of each pixel. The Positioning subsystem gives the covered
distance between two images where the recognition subsystem had identified the
same road sign. Then, knowing these data and that hc = hm we can establish
that

tan (β) =
hsi

f
, (1)

tan (β) =
hs − hc

d + x
, (2)

where x is the covered distance between two consecutive captured images where
the signal had been recognized. For the second captured image we can define

tan (β′) =
h′

si

f
, (3)

tan (β′) =
hs − hc

d
. (4)

From both pair of equations we can write

hsi

f
=

hs − hc

d + x
, (5)

h′
si

f
=

hs − hc

d
. (6)

These last two equations form the following system of equations

hs − h′
si

f
d = hc , (7)

hs − hsi

f
d = hc +

hsi

f
x , (8)

where the unknowns are hs and d.
Our objective is to obtain the height of the road sign hs which is

hs = hc +
h′

sihsix

f (h′
si − hsi)

. (9)

We only have considered the situation in which the road sign is over the middle
point of the captured image. Of course, we have two possible situations more.
The traffic sign can be at the same height that the middle point, then hs = hm.
The last situation is that hs < hm, and then we can write

tan (β) =
hsi

f
, (10)

tan (β) =
hc − hs

d + x
, (11)
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tan (β′) =
h′

si

f
, (12)

tan (β′) =
hc − hs

d
. (13)

Now hs is defined as follows

hs = hc − h′
sihsix

f (h′
si − hsi)

. (14)

In a real approach we must consider that the road sign and the camera plane
are not parallel. Figure 5 shows this situation. Now, the angle α �= 0, and in a
first stage of calibration we must measure this angle by

α = arctan
(

hm − hc

dm

)
. (15)

Fig. 5. Real situation where camera and road sign plane are not parallel

From this point, with α > 0, we can define

β = arctan
(

hsi

f

)
, (16)

tan (α + β) =
hs − hc

d + x
. (17)

For the next captured image we have

β′ = arctan
(

h′
si

f

)
, (18)
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tan (α + β′) =
hs − hc

d
. (19)

Then, we have the following system of equations

hs − tan (α + β) d = hc + tan (α + β) x , (20)
hs − tan (α + β′) d = hc . (21)

From this point, following the same manner of reasoning that in the ideal situa-
tion, we will have that hs must be estimated as follows

hs = hc − x tan (α + β) tan (α + β′)
tan (α + β) − tan (α + β′)

, (22)

Also, if we consider the situation where hs < hm, then hs will be estimated
as

hs = hc − x tan (α − β) tan (α − β′)
tan (α − β) − tan (α − β′)

. (23)

This mathematical study, about the trigonometric relationships between the real
world and the projected image in a camera, lets us to estimate the height of a
sign successfully.

3.2 Dimensions Estimation

To estimate the dimensions of a road sign is a task which is related with the type
of the sign. We must know, before the dimensions estimation step, the answer to
the following question: what kind of traffic sign do we have recognized?. With this
information, we only have to apply the same algorithm that we have described in
the previous section, but not only for the botton point of the sign. The detection
and recognition subsystem gives us the vertexes of the rectangle where the road
sign is confined. For a correct dimensions estimation, we have to estimate the
height of the top and botton corner of this rectangle. Then, we can compute all
the dimensions for every type of road sign.

3.3 Visibility Distance Estimation

We define the visibility distance as the distance where the road sign has been
detected for the first time by our system. This parameter is crucial for and
inventory system which wants to measure the level of safety of a road. To estimate
this parameter, we have to take up again the approach to estimate the height of
a road sign. Figure 4 shows the model for a ideal situation where road sign and
camera plane are parallel. Equations (7) and (8) compose a systems of equations,
where the unknowns are d and hs. We can work out the value of d, which is the
visibility distance that we are searching.

d =
hsix

h′
si − hsi

. (24)
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In a real situation we have to use the model presented in Fig. 5. Then, we can
estimate the visibility distance as

d =
tan (α + β)x

tan (α + β′) − tan (α + β)
if hs > hm (25)

d =
tan (α − β)x

tan (α − β′) − tan (α − β)
if hs < hm (26)

3.4 Partial Occlusion Estimation

Many times, traffic signs appear occluded by other objects like trees, vehicles,
other road signs, etc. This traffic signs analysis system gives an estimation of
partial occlusions, and to have this information of each sign results crucial for a
complete inventory system which measures the level of maintenance of a road,
including the safety. To estimate this parameter, we use the information provided
by the tracking subsystem: if the same road sign is detected in non-consecutive
frames, we can determine that a partial occlusion was happen.

4 Results

The current data of several traffic signs have been obtained for a sequence in
a two ways road. For testing our approach we have measured the height and
dimensions of some road signs, which are presented in Fig. 6.

(a) (b) (c)

(d) (e)

Fig. 6. Some detected and recognized road signs
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Table 1. Parameters estimation for some road signs

Road Sign Real Height (m) Estimated Height (m) Error (%)

a) 1.95 1.90 2.5
b) 2.16 2.13 1.38
c) 1.84 1.81 1.6
d) 1.92 1.87 2.6

Our test sequences of images have been recorded with two firewire cameras
fixed onto the hood and the roof of the car. The captured images have a resolution
of 640× 480, and in a calibration step we have measured hc, hm, f , dm and uch.
Figure 6 shows in image e) a milestone detected by our system, and Table 1
shows the estimated height for each type of sign and the error commited.

We can observe that the error obtained is not too high, and the parameter
estimated is closer to the real value. The worse the measurement in the cali-
bration step, the larger the error in the estimation. The most important cause
of error in the estimation process is the measurement of the variable x, which
indicates the covered distance between two captured images. The Positioning
subsystem refreshes this variable each 1.6 meters, because this is the resolution
of our DMD, then we do not have the exact value of this parameter. The pre-
sented mathematical procedure works well when all the variables are measured
correctly, and the error obtained in this situation is about 0.8%. But the error in
this estimation can be caused by some other factors: lens distortion, an incorrect
detection of the sign in the image. The dimensions of each sign are estimated
following the same process, but for two point of the signal, as we have described
in the previous sections.

Table 2 shows some estimated visibility distances.

Table 2. Visibility Distance Estimation

Road Sign Visibility Distance (m)

a) 41.2
b) 37.6
c) 42.7
d) 21.6

5 Conclusions

This paper describes a complete framework to estimate height, dimensions, par-
tial occlusions and visibility distance of traffic signs. The integration of the recog-
nition, tracking and positioning subsystems, allows to estimate these parameters
automatically, following the mathematical approach presented from this work.
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Future lines of work will focus on estimating more attributes of each sign,
such as deformation level, distance from the sign to the margin of the road, level
of slope. On the other hand, we will work in a more complete system which
will have calibrated cameras and a Positioning subsystems which improves the
estimation of covered distance. Another future objective will be to complete the
system with an stereo vision framework, in order to improve these estimations
of parameters.
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mation extraction and identification by deformable models for intelligent vehicles.
IEEE Trans. on Intelligent Transportation Systems 15 (2004) 57–68

3. Fang, C., Chen, S.: Road sign detection and tracking. IEEE Trans. on Vehicular
Technology 52 (2003) 1329–1341
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